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ABSTRACT

We propose the application of optical watermarking to
real moving objects like the faces of people who are
walking. Optical watermarking technology uses
spatially modulated light containing invisible
watermarked data that irradiates real objects to make
photographed data contain the embedded watermarking.
We performed experiments where illumination
containing time-sequential data embedded with
watermarking information in each frame was irradiated
onto the model of a human face with motion, and the
watermarking information was extracted from moving
image data captured with a video camera. A technique
was used to correct geometrical distortion in the image
of the watermarked area that occurred on the curved
surface of a 3D object. As a result, we found that the
embedded time-sequential watermarking information
was extracted from the moving image data with a
sufficient degree of accuracy.

1. INTRODUCTION

Optical watermarking technology has several important
features that cannot be obtained with conventional
digital watermarking methods [1]-[7]. One of these
features is that it can be applied to 3D objects like
human faces, and another is its ability to update
watermarked data in real time. If optical watermarking
is irradiated onto a moving 3D object with these
features and the object is captured as moving image data
with a video camera, time-sequential watermarking
information is embedded into the moving image data,
and the embedded watermarking information can be
extracted from the captured moving image data with
appropriate image processing. We have already
proposed a method of optical watermarking irradiated
onto still 3D objects where the embedded watermarking
information was extracted by correcting geometrical
distortions that occurred on the surface of a 3D object
[8]. We have also proposed a method where
illumination containing time-sequential watermarking
information was irradiated onto objects on plain
surfaces and the embedded watermarking information
was extracted as time-sequential data from moving
image data captured with a video camera [9].

We performed experiments assuming a practical
situation where the optical watermarking was projected
onto a moving person and the embedded watermarking
information was extracted from the captured moving
image data using the knowledge we obtained from these
earlier proposals. We also propose a new method of
correcting geometrical distortion for more practical
environments.

2. BASIC TECHNIQUE OF OPTICAL
WATERMARKING

Fig. 1 outlines the basic concept underlying the
technology of optical watermarking, where an object is
illuminated by light that contains invisible information.
As the illumination includes watermarking data, any
photographed image of the object illumined with this
lighting will also include watermarking. By digitizing
this photographed image, watermarking information can
be extracted in the same way as with the conventional
watermarking technique. The light source provides a
distribution of 2D-illumination like that with a projector,
and the watermarking data are expressed in the form of
this 2D-illumination distribution. However, the spatial
modulation in illumination has to be imperceptible to
the human-visual system. The brightness distribution
given by this light source then looks uniform to the
observer over the object, the same as that with
conventional illumination. The brightness of the object's
surface is proportional to the product of the reflectance
of the object's surface and illumination by incident light.
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Fig. 1 Basic concept underlying optical watermarking
technology
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Fig. 2 Producing watermarks using DCT and WHT
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The main attribute of the technology is that the
watermarking can be added by light. Therefore, it can
be applied to objects that cannot be electronically
embedded with conventional watermarking, such as
paintings created by renowned artists. Moreover, it
offers the possibility of being applied to 3D objects,
such as sculptures, merchandise, and even the human
body, as well as being applied to 2D objects.

Fig. 2 illustrates the procedure for watermarking
using DCT or WHT. The watermarking area is divided
into units of N x N pixel blocks, and each block has a
DC component that gives an average brightness for the
entire watermarking area, i.e., brightness of illumination.
Every block also has the highest frequency component
(HC) in both the x- and y -directions to express the 1-
bit binary information for watermarking. We used the
phase of HC to express binary data i.e., "0" or "1".
When a 2D inverse DCT (i-DCT) is used to produce
watermarking images, this is mathematically expressed
by Eq.(1).

f,009) = X 3 COCWR, v cos 2 M pcosg 2 - 0VT
(1)

where f,;(xy) are the watermarking image data for
pixel (x,y) of block (i, j) in real space, F(u,v) are the
data for component (u,v) of block (i, j) in frequency

space, and N is the number of pixels in the block in the
x-and y -directions. Here, C(u) and C(v) are given as
(v=0)
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When a 2D inverse WHT (i-WHT) is used, the
equation is expressed by Eq. (2).
i (%Y) ZNNZ;NZV% Fi ; (u,v)wh(x,u)wh(v, y)
where wh(i, j) denotes a component of the Walsh-
Hadamard matrix in Table 1.
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3. EXPERIMENTS

We carried out experiments on detecting optical
watermarking from the image of a moving object taken
with digital video cameras, where the optical
watermarking was embedded with time-domain
sequential data and was irradiated onto the moving
object. The experiments was focused on whether
watermarking could be efficiently detected in the
sequential digital images of the moving object.
Watermarking images of all frames in the time-
domain sequential data were produced that consisted of
80 x 60 blocks in this experiment, where each block had
8 x 8 pixels, i.e., the watermarking images had 640 x
480 pixels. Binary watermarking information was
embedded as blocks of "0" and "1" that were alternately



placed horizontally and vertically in each frame. We
created "Even pattern frame" and "Odd pattern frame"
that were changed of the phase of embedding
information of "1" and "0", and sequential
watermarking information data were then produced
using "Even pattern frame" and "Odd pattern frame"
that were alternately displayed with a frame rate of 10
frames per second (fps). When this moving picture data
were input into the projector, "Even pattern frame" and
"Odd pattern frame" were alternately displayed on the
object every 1/10 sec.

We used a liquid crystal projector with a resolution
of 1024x768 pixels, and the moving image mode of a
digital camera with a resolution of 1280x720 pixels and
a motion-JPEG format of 30 fps to take a video picture
of moving watermarked objects. We fixed the value for
DC to 100 and changed HC, which were the
experimental parameters. The HC value controlled the
strength of embedded watermarking. The motion of the
model of a human face was created in the experiments
by manually moving it several centimeters horizontally
and vertically. Figs. 3 (a) and (b) are magnified images
of the model of a human face that were irradiated with
optical watermarked illumination.

Fig. 3 (a) Magnified image with watermarking (DCT,HC=15)

Fig. 3 (b) Magnified image with watermarking (WHT,HC=15)
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Fig. 4 (a) Discriminating the area of 2x2 blocks (DCT)

Fig. 4 (b) Discriminating the area of 2x2 blocks (WHT)

The video data we obtained were converted to
sequential still image data of 30 fps, and embedded
watermarking information was extracted from each
separated frame. As the timing between projected image
data (10 fps) and the image data we obtained (30 fps)
were not synchronized in the time domain, one out of
three consecutive frames of the obtained image data did
not correctly capture the projected frame. We used the
frame in the three consecutive frames that had the best
detection rate to evaluate the accuracy of detection.

We used the following method to discriminate each
8x8 pixel block in the moving image data we obtained.
That is, when DCT was used to produce watermarked
data, marker pixels were dotted on the boundary of 2x2
blocks, and using these marker pixels the boundaries
could be determined by manually measuring the
captured watermarked data of each frame (Fig. 4(a)).
When WHT was used, it could easily be discriminated
using the pixel pattern of WHT itself; it could also
easily be discriminated by measuring it manually (Fig.
4(h)).

We used 4x4 blocks of the watermarked area that
were cut out from each frame using the boundary
information mentioned above. Then, 2x2 blocks were
segmented in the cut out area, and the coordinates of the
corner points of all 2x2 blocks segmented areas were
measured respectively. These segmented areas were
distorted geometrically on the curved surface of the
model of a human face. We used following method to
correct the geometrical distortion by using the
coordinates of the corner points of the segmented area,
as each segmented region might become a precise



square, assuming that the segmented region was a plane
surface.

The transformation from an undistorted coordinate
system (x, y) to a geometrically distorted system (x', y")

is generally expressed by following equations.
x'=h(x,y): y'=hy(xy) ®)

If the distortion is perspective, the transformation is

expressed by the following linear equations.
X'=ax+by+d, y'=dx+ey+ f 4)

The shape of the image containing the generated
watermark is a precise rectangle, and all segmented
areas are also precise rectangles. However, if these were
distorted in perspective, they become general
guadrangles. When the coordinates of all corner points
of a quadrangle are given, the coefficients of the above-
mentioned linear equations can be determined from
three of these and the corresponding coordinates of the
original undistorted rectangle. Using these equations the
value of pixels in the distorted quadrangle can be
transformed to the value of pixels in the undistorted
rectangle. However, because the coordinates of
transformed pixels do not generally become integers, an
interpolation technique is utilized to determine the
density value of the nearest pixel. Linear transformation
using the four nearest neighboring pixels was used in
the experiments, which is so called "bi-linear
interpolation”.

The cut out watermarked area was then transformed
to just 64x64 pixels and divided into 4x4 blocks, each
of which had 16x16 pixels. We also carried out DCT on
all blocks using Eq. (5),
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We also utilized Eq. (6) for WHT, using the values
in Table 1(b) as the components of matrix wh(i, j).

M-1M-1

F (V) = ZZ £ y)wh(u,x)wh(y,v) ()

where M is the number of pixels in the u and v
directions in frequency space, which was 16 in the
experiments.

The information with which the embedded data were
restored was evaluated by checking the sign of the
F @7 components for all blocks. The restored

information was compared with the embedded
information, and the accuracy of detection was
calculated with the number of blocks that were correctly
restored to 4x4 = 16 blocks.

4. RESULTS AND DISCUSSION

Figs. 5 (a) -- (f) plot the time-series for the accuracy of
detection of embedded watermarking under the
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Fig. 5 (a) Sequential accuracy of detection (DCT, HC=05)
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Fig. 5 (b) Sequential accuracy of detection (DCT, HC=10)

1.0 —o—o—o\\-evo—o—w—

0.8 Discontinuous
J\ period

Accuracy

Frame Mo

Fig. 5 (c) Sequential accuracy of detection (DCT, HC=15)
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Fig. 5 (d) Sequential accuracy of detection (WHT, HC=05)
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Fig. 5 (e) Sequential accuracy of detection (WHT, HC=10)
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Fig. 5 (f) Sequential accuracy of detection (WHT, HC=15)

condition of HC=5, 10, and 15, using DCT and WHT,
that was derived from 10 frames of watermarked image.
We used the frame in the three consecutive frames of
obtained video data of 30fps that had the best detection
rate to evaluate the accuracy of detection as mentioned
before. A detection rate of 1.0 was achieved for all
frames when using WHT, although the detection rate
did not reach 1.0 for all frames when using DCT.
However, it seemed that the accuracies of detection had
almost same tendency under the condition of HC=05,
10 and 15 when using DCT. As shown in Figs. 5 (a) --
(), these 10 frames did not necessarily have complete
continuity in time-sequence. In the discontinuous period
in the figures the accuracies of detection were seriously
degraded. We observed that the pattern of optical
watermarking obtained with video camera became
periodically indistinct because defocusing of image
occurred periodically, when we took a video of the
moving model of a human face. As a result the
accuracies of detection were degraded periodically.

The digital camera used in the experiments seemed to
not have enough stability in its auto-focusing
capabilities for the moving image mode from our
observation of the moving image data we obtained. On
the other side the reason of instability of the accuracy of
detection by using DCT other than WHT was supposed
to be inexactness of manually measuring the marker
points that identified the area of 4x4 blocks.

We embedded the same watermarking information
into every 4x4 blocks in the whole watermarked area in
the experiments. Therefore, embedded 16 bits
watermarking information was correctly restored if at
least one of 4x4 blocks could be determined.

5. CONCLUSION

We evaluated the detection rate of watermarked
image of moving real objects that were irradiate with
optical watermarking embedding with time-domain
sequential watermarking information. We introduced a
new method to discriminate each 4x4 blocks in whole
watermarked area that were geometrically distorted.
That is, when DCT was used to produce watermarked
image, marker pixels were dotted on the corner points
of 2x2 blocks and they were used to find the boundary
of 2x2 blocks. When WHT was used, the pixel pattern
of WHT itself was used to discriminate the boundary of
2x2 blocks. Using this method, when all 4x4 blocks are
embedded with the same 16 bits watermarking
information in whole optical watermarking area,
embedded watermarking information can be correctly
restored from at least one of 4x4 block that is detected
on a moving object.

As a result we concluded that enough accuracy was
obtained on detecting time-domain  sequential
watermarking information from the video data of the
moving model of a human face taken with a digital



video camera, if sufficient ability of auto-focusing was
equipped to take a moving picture. However, the
moving picture mode of the digital camera we used in
the experiments did not occasionally show enough
stability of focusing of image, we could not achieve
100% on the accuracy of detection. We next intend to
carry out experiments using a video camera with more
stable auto-focusing capabilities.
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